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Orthogonality in normed linear spaces

In a normed linear space (X , ‖ · ‖), we say that

� x ∈ X is orthogonal to y ∈ X in the Birkho��James sense,

x⊥BJy , if
‖x‖ ≤ ‖x + λy‖, ∀λ ∈ C.

� x ∈ X and y ∈ X are Roberts orthogonal, x⊥Ry , if

‖x + λy‖ = ‖x − λy‖, ∀λ ∈ C.
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The Birkhoff�James orthogonality in normed

linear spaces

� x⊥BJy ⇔ ‖x‖ = minλ∈C ‖x + λy‖ ⇔ ‖x‖ = d(x ,Cy).

� The Birkho��James orthogonality in normed linear spaces

� is nondegenerate: (x⊥BJx ⇔ x = 0);
� is homogeneous: (x⊥BJy ⇒ λx⊥BJµy , ∀λ, µ ∈ C);
� is not symmetric: (x⊥BJy 6⇒ y⊥BJx);
� is not additive:

(
(x⊥BJy and x⊥BJz) 6⇒ x⊥BJ(y + z)

)
.

� For every two elements x , y ∈ X there exists λ ∈ C such that

x⊥BJ(λx + y).
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Roberts orthogonality in normed linear

spaces

� x⊥Ry if ‖x + λy‖ = ‖x − λy‖ for all λ ∈ C.

� Roberts orthogonality in normed linear spaces

� is nondegenerate: (x⊥Rx ⇔ x = 0);
� is homogeneous: (x⊥Ry ⇒ λx⊥Rµy , ∀λ, µ ∈ C);
� is symmetric: (x⊥Ry ⇔ y⊥Rx);
� is not additive:

(
(x⊥Ry and x⊥Rz) 6⇒ x⊥R(y + z)

)
.

� R-orthogonality does not have the existence property.

� x⊥Ry ⇒ x⊥BJy .

� If (X , (·, ·)) is an inner product space, then

x⊥Ry ⇔ x⊥BJy ⇔ (x , y) = 0.
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C ∗-algebra

A C ∗-algebra A is a Banach ∗-algebra with the norm satisfying the

C ∗-condition ‖a∗a‖ = ‖a‖2 for all a ∈ A.

Gelfand�Naimark theorem

Every C ∗-algebra A can be regarded as a C ∗-subalgebra of B(H)
for some Hilbert space H, that is, there exist a Hilbert space H and

a faithful (injective) ∗-homomorphism ϕ : A −→ B(H).
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The Birkhoff�James orthogonality in B(H)

(
H, (·, ·)

)
- Hilbert space

B(H) - algebra of all bounded linear operators on H

Theorem (R. Bhatia, P. �emrl, 1999)

Let A,B ∈ B(H).

� A ⊥B B if and only if there is a sequence (xn) in H, ‖xn‖ = 1,
such that lim

n→∞
‖Axn‖ = ‖A‖ and lim

n→∞
(Axn,Bxn) = 0.

� If dimH <∞, then A ⊥B B if and only if there is a unit

vector x in H such that ‖Ax‖ = ‖A‖ and (Ax ,Bx) = 0.
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The Birkhoff�James orthogonality in

C ∗-algebras

S(A) � set of all states of A (i.e., the set of all positive norm one

linear functionals of A)

Theorem (Lj. Aramba²i¢, R. R., 2012)

Let A be a C ∗-algebra, and a, b ∈ A. Then a ⊥BJ b if and only if

there is ϕ ∈ S(A) such that ϕ(a∗a) = ‖a‖2 and ϕ(a∗b) = 0.
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The Birkhoff�James orthogonality in

C ∗-algebras

A � C ∗-algebra with unit e

V (a) � numerical range of a ∈ A
V (a) = {ϕ(a) : ϕ is a state of A}
Vmax(a) � maximal numerical range of a ∈ A
Vmax(a) = {ϕ(a) : ϕ is a state of A, ϕ(a∗a) = ‖a‖2}

(J.G. Stampfli, J.P. Williams, 1968, 1970)

e ⊥BJ a⇔ 0 ∈ V (a);

a ⊥BJ e ⇔ 0 ∈ Vmax(a).
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Roberts orthogonality in C ∗-algebras

A � C ∗-algebra with unit e

Let a be a self-adjoint element of A. Suppose that a ⊥R e.

V (a) = conv(σ(a)) = [α, β] ⊆ [−‖a‖, ‖a‖],

where α = −‖a‖ or β = ‖a‖. Then for every λ ∈ C

max{|α+λ|, |β+λ|} = ‖a+λe‖ = ‖a−λe‖ = max{|α−λ|, |β−λ|},

from which it follows that α = −β. Thus, V (a) = [−‖a‖, ‖a‖], and
therefore V (a) = −V (a). The converse is obvious.

If a ∈ A is self-adjoint, then

a ⊥R e ⇔ V (a) = −V (a)⇔ ±‖a‖ ∈ σ(a).
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Roberts orthogonality in C ∗-algebras

Proposition (Lj. Aramba²i¢, T. Beri¢, R. R.)

Let A be a C ∗-algebra with the unit e, and a ∈ A. If a ⊥R e, then
V (a) = −V (a).

Let a be a normal element of A. Then

‖a‖ = w(a) = max{|z | : z ∈ V (a)}.

Since a + λe is normal for every λ ∈ C,

a ⊥R e ⇔ w(a + λe) = w(a− λe), ∀λ ∈ C.

Proposition

Let A be a C ∗-algebra with the unit e. If a ∈ A is normal, then

a ⊥R e ⇔ V (a) = −V (a).
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Roberts orthogonality in C ∗-algebras

In general, V (a) = −V (a) does not imply a ⊥R e.

Example (M.-T. Chien, B. S. Tam)

Let A = M4(C) = B(C4). Then

V (A) = W (A) = {(Ax , x) : x ∈ C4, ‖x‖ = 1}.

The numerical range W (A) of the matrix

A =


0 0 2 1

0 1 0 0

0 0 0 −1
0 0 0 1


is a circular disk centered at the origin, so W (A) = −W (A).
2.6918 = ‖A + I‖ 6= ‖A− I‖ = 2.7578, so A is not Roberts

orthogonal to the identity operator I .

Let a be a normal element of A. Then
‖a‖ = w(a) = max{|z | : z ∈ V (a)}.

Since a + λe is normal for every λ ∈ C,

a ⊥R e ⇔ w(a + λe) = w(a− λe), ∀λ ∈ C.

Proposition

Let A be a C ∗-algebra with the unit e. If a ∈ A is normal, then

a ⊥R e ⇔ V (a) = −V (a).
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Roberts orthogonality in C ∗-algebras

Let a ∈ A and λ ∈ C. There is ϕ ∈ S(A) such that

‖a + λe‖2 = ‖(a + λe)∗(a + λe)‖
= w((a + λe)∗(a + λe))
= ϕ((a + λe)∗(a + λe))
= ϕ(a∗a) + 2Re(λ̄ϕ(a)) + |λ|2
≥ ψ(a∗a) + 2Re(λ̄ψ(a)) + |λ|2
= ψ((a + λe)∗(a + λe)), ∀ψ ∈ S(A).

Let us denote µ := ϕ(a). Then

ϕ(a∗a) ≥ ψ(a∗a) for every ψ ∈ S(A) such that ψ(a) = µ.

Therefore,

ϕ(a∗a) = maxLµ(a),

where

Lµ(a) = {ψ(a∗a) : ψ ∈ S(A), ψ(a) = µ}.
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Roberts orthogonality in C ∗-algebras

The Davis�Wielandt shell of a ∈ A is de�ned as the set

DV (a) = {(ϕ(a), ϕ(a∗a)) : ϕ ∈ S(A)}.

Since S(A) is a weak*-compact and convex subset of A′, and the

map ϕ 7→ (ϕ(a), ϕ(a∗a)) is weak*-continuous on A′, we conclude

that DV (a) is a compact convex subset of C× R.

The upper boundary of DV (a) is the set

DVub(a) = {(µ, r) ∈ DV (a) : r = maxLµ(a)},

where

Lµ(a) = {ϕ(a∗a) : ϕ ∈ S(A), ϕ(a) = µ}.

Note that (ϕ(a), ϕ(a∗a)) ∈ DVub(a) if

‖a + λe‖2 = ϕ((a + λe)∗(a + λe)) for some λ ∈ C.
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Roberts orthogonality in C ∗-algebras

Theorem (Lj. Aramba²i¢, T. Beri¢, R. R.)

Let A be a C ∗-algebra with the unit e. For a ∈ A the following

conditions are mutually equivalent:

(i) a ⊥R e,

(ii) DVub(a) = DVub(−a).
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Roberts orthogonality in C ∗-algebras

Let A = B(H). The Davis�Wielandt shell of A ∈ B(H) is de�ned

as the set

DW (A) = {
(
(Ax , x), (A∗Ax , x)

)
: x ∈ H, ‖x‖ = 1}.

Since A = ReA + i ImA, identifying C× R with R3, we have

DW (A) = ((ReA)x , x), ((ImA)x , x), (A∗Ax , x)) : x ∈ H, ‖x‖ = 1},
which is a joint numerical range of self-adjoint operators ReA, ImA
and A∗A.

� DW (A) is compact if dimH <∞.
� DW (A) is convex if dimH ≥ 3.

� DV (A) = conv(DW (A)).

Therefore

DV (A) = DW (A) if H is in�nite-dimensional,
DV (A) = DW (A) if 3 ≤ dimH <∞.

DV (A) = conv(DW (A))

and, when H is at least three dimensional, it holds

DV (A) = DW (A). In particular, DV (A) = DW (A) whenever

3 ≤ dimH <∞.
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The Roberts orthogonality in C ∗-algebras

If H is in�nite-dimensional, then

DVub(A) = {(µ, r) ∈ DW (A) : r = maxLµ(A)},
where

Lµ(A) = { lim
n→∞

(A∗Axn, xn) : xn ∈ H, ‖xn‖ = 1, lim
n→∞

(Axn, xn) = µ}.

If 3 ≤ dimH <∞, then
DVub(A) = {(µ, r) ∈ DW (A) : r = maxLµ(A)},

where

Lµ(A) = {(A∗Ax , x) : x ∈ H, ‖x‖ = 1, (Ax , x) = µ}.

Theorem

Let A ∈ B(H), dimH ≥ 3. Then the following conditions are

mutually equivalent:

(i) A ⊥R I ,

(ii) DVub(A) = DVub(−A).
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Roberts orthogonality in C ∗-algebras

Let A ∈ B(H), dimH = 2.

Let α and β be eigenvalues of A. The numerical range W (A) is an

elliptical disc (possibly degenerate) centered at 1
2 tr(A) with foci α

and β.

The Davis�Wielandt shell DW (A) is an ellipsoid without the

interior centered at
(
tr(A)
2 , tr(A

∗A)
2

)
.

Assume that W (A) = −W (A). Then

W (A + λI ) = W (−A + λI ), ∀λ ∈ C.

It follows that for every λ ∈ C there exists a unitary Uλ ∈ B(H)
such that A + λI = U∗λ(−A + λI )Uλ, so ‖A + λI‖ = ‖A− λI‖,
that is, A ⊥R I .
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Roberts orthogonality in C ∗-algebras

Theorem

Let A ∈ B(H), dimH = 2. Then the following conditions are

mutually equivalent:

(i) A ⊥R I ,

(ii) W (A) = −W (A),

(iii) tr(A) = 0.
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