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Confirmatory factor analysis [2]

F1 F2

X1 X2 X3 X4 X5 X6

ε1 ε2 ε3 ε4 ε5 ε6

β1 β6

φ3

γ7

γ1 γ2 γ3 γ4 γ5 γ6

φ1 φ2

Linear dependence: X = µ+ΛF + ε.

Does the restricted model make reasonable fit to the data?



Confirmatory factor analysis [2]

É var(X ) = Σ p× p

É var(F) = Φ q× q

É var(ε) = Ψ p× p

Model implied covariance matrix eΣ= ΛΦΛT +Ψ .

Maximum likelihood estimates

É Multivariate normal distribution.

É bΣ maximum likelihood estimate of the covariance matrix.

É Minimize FML = trace(eΣ−1
bΣ)− log

�

det(eΣ−1
bΣ)
�

− p .

Model estimation and fit evaluation are based on the matrix bΣ!



Forward search algorithm [1]

The forward search algorithm is an iterative method, that
orders the data according to their distances from the proposed model.

It helps us to identify observations with disproportionately high influ-
ence on statistical inference.



Forward search algorithm [1]

The forward search algorithm is an iterative method, that
orders the data according to their distances from the proposed model.

It helps us to identify observations with disproportionately high influ-
ence on statistical inference.

1. Split the sample into 2 subsets É outlier free basic set,

É non-basic set.

2. Add observations to the basic set.

3. Use forward plots to show the dynamics of estimates.

The algorithm enables É data exploration,

É robust parameter estimation.



Data

G. W. Cermak, K. A. Bollen: Observer consistency in judging
extent of cloud cover, Atmospheric Environment, 17 (1983) 2109–2121.

É n= 60 slides (July 1980).

É p = 3 judges.

É Percent of the sky containing clouds.



Data

É Small sample?

É Asymmetric and
non-normal
distribution.

É Frequently used.
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Data

É Small sample?

É Asymmetric and
non-normal
distribution.

É Frequently used.

É Observations
40, 51, 52.
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Full sample estimates

x̄ =





32.95
37.65
35.55





S =





1301 1020 1237
1020 1463 1200
1237 1200 1404







Robust covariance matrix estimate [3]

1. Split the sample into 2 subsets É outlier free basic set,
É non-basic set.

S sample covariance matrix

S(−i) sample covariance matrix with observation i excluded

S =





41 · ·
�1 �2 ·
D1 D2 D3



 ⇒ vecs(S) =















41

�1

�2

D1

D2

D3















É s = vecs(S)
É s(−i) = vecs(S(−i))



Robust covariance matrix estimate [3]

1. Split the sample into 2 subsets É outlier free basic set,
É non-basic set.

(Squared) Cook’s distance of observation i

CD2
i = (s(−i)− s)T(dcov s)−1(s(−i)− s)

Multivariate normal distribution of X :

É cov(sgh, s jk)∝ σg jσhk +σgkσhj

É dcov(sgh, s jk)∝ sg jshk + sgkshj

Take m= 30 observations with lowest Cook’s distances.



Robust covariance matrix estimate [3]

1. Split the sample into 2 subsets É outlier free basic set,
É non-basic set.
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Robust covariance matrix estimate [3]

1. Split the sample into 2 subsets É outlier free basic set,
É non-basic set.
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Robust covariance matrix estimate [3]

2. Add observations to the basic set.

X (`) the basic set with ` observations: we wish to include one more.

S(`) sample covariance matrix of the basic set.

É S(`)(−i) covariance matrix with observation i excluded,

É S(`)(+i) covariance matrix with observation i added.

s(`) = vecs
�

S(`)
�

s(`)(−i) = vecs
�

S(`)(−i)

�

s(`)(+i) = vecs
�

S(`)(+i)

�



Robust covariance matrix estimate [3]

2. Add observations to the basic set.

(Squared) Cook’s distance of observation i

CD2(`)
i =







�

s(`)(−i)− s(`)
�T�
dcov s(`)

�−1�
s(`)(−i)− s(`)

�

; i ∈ X (`)

�

s(`)(+i)− s(`)
�T�
dcov s(`)

�−1�
s(`)(+i)− s(`)

�

; i /∈ X (`)

É dcov
�

s(`)gh , s(`)jk

�

∝ s(`)g j s(`)hk + s(`)gk s(`)hj

CD(`)i measures the the influence of observation i on S`.

Take `+ 1 observations with lowest Cook’s distances.



Robust covariance matrix estimate [3]

3. Use forward plots to show the dynamics of estimates.

É Ordering of the data.

É Variances, covariances, and their functions.

É Cook’s distances.

Variances

Basic set size
30 35 40 45 50 55 60
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Data and the confirmatory factor model

x̄ =





32.95
37.65
35.55





bΣ=





1279 1003 1216
1003 1439 1180
1216 1180 1380





É One-factor model.

É Independent errors.

F1

X1 X2 X3

ε1 ε2 ε3

1 β2 β3

γ1 γ2 γ3

φ



Data and the confirmatory factor model

x̄ =





32.95
37.65
35.55





bΣ=





1279 1003 1216
1003 1439 1180
1216 1180 1380





É One-factor model.

É Independent errors.

É Heywood case: bγ3 = −50.584

F1

X1 X2 X3

ε1 ε2 ε3

1 β2 β3

γ1 γ2 γ3

φ



Robust confirmatory factor analysis [4]

1. Split the sample into 2 subsets É outlier free basic set,
É non-basic set.

Distance from the model is measured with observational residuals

ei = x i − x̂ = x i − x̄ − bΛ f̂i.

Regression method of factor scores estimation

f̂i = bΦbΛ
T
bΣ−1(x i − x̄), where bΣ= bΛbΦbΛT + bΨ.

ei =
�

I − bΛbΦbΛT
bΣ−1

�

(x i − x̄)

Summarized observational residuals are

�

eS
i

�2
= eT

i

�

bΨbΣ−1
bΨ
�−1

ei.



Robust confirmatory factor analysis [4]

1. Split the sample into 2 subsets É outlier free basic set,
É non-basic set.

1. Take a random subet X (m) of size m= 30.

2. Estimate the confirmatory factor model on the subset.

3. Compute e(m)i =
�

I − bΛ(m)bΦ(m)
�

bΛ(m)
�T�

bΣ(m)
�−1��

x i − x̄ (m)
�

.

4. Compute
�

eS(m)
i

�2
=
�

e(m)i

�T�
bΨ(m)

�

bΣ(m)
�−1
bΨ(m)

�−1
e(m)i .

5. Find the median of summarized observational residuals.

Repeat 1000-times and take the subset with the smallest median.



Robust confirmatory factor analysis [4]

1. Split the sample into 2 subsets É outlier free basic set,
É non-basic set.
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Robust confirmatory factor analysis [4]

2. Add observations to the basic set.

X (`) the basic set with ` observations: we wish to include one more.

1. Estimate the confirmatory factor model on the basic set.

2. Compute e(`)i =
�

I − bΛ(`)bΦ(`)
�

bΛ(`)
�T�

bΣ(`)
�−1��

x i − x̄ (`)
�

.

3. Compute
�

eS(`)
i

�2
=
�

e(`)i

�T�
bΨ(`)

�

bΣ(`)
�−1
bΨ(`)

�−1
e(`)i .

4. Take `+ 1 observations with smallest summarized observational re-
siduals.



Robust confirmatory factor analysis [4]

2. Add observations to the basic set.

X (`) the basic set with ` observations: we wish to include one more.

1. Estimate the confirmatory factor model on the basic set.

2. Compute e(`)i =
�

I − bΛ(`)bΦ(`)
�

bΛ(`)
�T�

bΣ(`)
�−1��

x i − x̄ (`)
�

.

3. Compute
�

eS(`)
i

�2
=
�

e(`)i

�T�
bΨ(`)

�

bΣ(`)
�−1
bΨ(`)

�−1
e(`)i .

4. Take `+ 1 observations with smallest summarized observational re-
siduals.

3. Use forward plots to show the dynamics of estimates.

É Ordering of the data.

É Parameter estimates, fit indices, summarized obs. residuals.
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Ordering of the data
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Robust confirmatory factor analysis [4]
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Robust confirmatory factor analysis [4]

−
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Conclusions

É Important to consider the model in robust inference.

É The algorithm enables us to explore the data.

Â Rarely used in applied research.



Simulation envelopes

É Identify the step `∗ of the first major changes.

É Take bΛ(`
∗), bΦ(`

∗), bΨ(`
∗) and compute bΣ(`

∗).

É Simulate 1000 samples from Np(0, bΣ(`
∗)).

É Repeat forward search analysis on each of the samples.

β2

Basic set size

0.
8

1.
2

1.
6

31 40 50 6035 45 55

γ2

Basic set size

0
10

0
20

0
31 40 50 6035 45 55

É Find pointwise confidence interval.
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