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Multivariate normal distribution is a crucial assumption in many statisti-
cal models and estimation of the population covariance matrix is usually
the first key step in modelling multivariate data. The standard sample
covariance matrix is commonly used but it gives unreliable estimates if
the normal distribution does not fit the data.

Forward search algorithm is an iterative and graphical method for data
exploration and robust parameter estimation [1]. The algorithm orders
the data according to their distances form the underlying distribution
or model. The nearest observations form the initial basic set, which is
very robust. The basic set is then increased in size step by step until all
observations are included. Parameter estimates and different statistics
are computed with the basic sets of increasing sizes.

We will demonstrate the use of the forward search algorithm in the con-
text of robust covariance matrix and confirmatory factor model estima-
tion [2,3]. The former uses Cook’s distance to measure the influence of
an observation and the later uses observational residuals. The compari-
son of the two methods applied to real and simulated data sets will show
that outliers and influential observations can be model specific. Model-
based robust techniques should therefore be emphasized.
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